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Economic and Implementation Evaluation of Lancet Series xPON Hybrid Transport of DOCS
3.0 & 3.1 and Ultra Wide Band eHFC Data Channels in FTTT Architectures

Extending the Spectrum of HFC Networks

Cost Effectiv@Vide Scale and Opportunity DrivBeployment of HSD Services

Scope andAbstract

The objective of this paper is to evaluate the comparative costs and performamhaiafept eHFC Lancet Series Optical
Taps,an xPON/HF8ybrid transportin which bothxPON andegacyCATWideoand DOCSi#tatransmissiol are

shared over the samghysicainfrastructurefoptical distribution networlutilizing WDMtransporttechnology. The

resulting architecture and related technology described and detailed in the paper merges xPON gedatated
throughputwith traditional DOCSIS data in a singhéfied interface following a conventionalistributed or split tapped
architecturescheme wherein severdhata/ videosubscribers can be serviced from a single optc&F deviceln

addition, the paper will esduate utilizing Ultra Wide BaritUWB)frequencies to carry the xXPON data, CAidéoand
DOCSIS data signals over coaxial media for the subscriber drop, utilizing lower order PSK based modulation and TDM
for the coaxial segment of the near passive netiwimr the UWB transmission, and conventional OFDM/QAM

Modulation for the DOCSIS frequenci&ge will also evaluate future capacity plannisgbscribercontention and take

rate models foigh speed nexgienerationdata servicesas well as the physicedpacity of FTTLA as compared with

FTTT architectures for expanded bandwidth operation and future servides paper will focus primarily on the

economics of implementation relative to net effective throughput as well as long term network capacity considerations
for near passivéybridarchitectures
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1. Baseline Consideratiorfer FTTLA DOCSIS Deployments

As cable service providemvaluate approaches to next generation architectures which can cost effectively deliver
gigabitand symmetricagigabitdata services across a broad universe of subscriber groups, there is one consistent
feature of every architectural approach, whetherstHFC Near Passive Architectures, or Ndae Pero, FTTH, FTTT,
Remote PHYr Full Duplex DOCSIS 3.1 implementation: The Construction of Optical Fiber to the Last Active (FTTLA) a
minimum level of optical fiber penetration into the physical plant, ez expressed in tersof PON networks as the
ODN, or1in terms of HFC Networks as OSP.

The cost and requisite transport mechanisms of running fiber strand in sufficient depth and quantity to
accommodate future capacity in the multi gigabit range as messan a per active session basis constant in all cost
F2NXYdzZ Fa G2 0S O2yaARSNBR Ay (G2RF&Qa | NOKAGSOGdzNT £ L

As such, this paper will consider and detail as a baseline cost for all Use Cases, the cost of fiber construction to
the last active using real world measurements and averages for subscriber densitiescost of transport equipment
in the Outside Plant/ODN, as well as the modulation and other relategetpritin the Headend/Hulwill vary
depending on the various approaches as we will also detail and evaluate based on cost and perfoBeineds a
simplified baseline cost for this consideration and will be used to build upon and modify as necessary for the Ulse Case
guestion Other variables include the segment of the network downstream of the location of the last active, including
but not necessarily limited tathe cost of additional cabling from the last active to the subscriber premise, the cost of
any additioral custome premise equipmentor upgrades to any existing CPE, as well as the labor involved in these
factors

It is important to note that this paper aims to define the economic viability relative to performance for the various
approaches mentioned for wide scafesidential servicesleployment and not for highly targeted throughput goals for
a small percentage of subsdrérs, unless otherwise specified.

As such, this paper will also evaluate the economic considerations in achieving higher tage aatong residetial
subscribers fomigabit level high speeddata services.

Various scenarios will be used for comparison, including:

Node+ ZerdFTTLAarchitectures

Node+ Zero architectures with Remote PHY technology in the Accessahotbldeadend/Hub

FTTP usingPON (GPON or EPON) as an overlay to existing HFC CATV/DOCSIS infrastructure
Intercept eHFC Lancet Series Optical Taps ind&Thitectures

Page|5
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Baseline costs of ODN, OSP, Premise and BmopTTLAFTT&Nd FTTRArchitedures

Network Segment Definitions fathe architecturesconsidered

Optical Fiber Fiber Drop PON ONU
Optical Splitters Splices CPE
Splice Enclosures

CMTS Q -
CATV —
Opt TRx

PON OLT

Facility OSP/ODN Drop Premise

1. FTTP Baseline Deployment Cost Categories

Optical Fiber

HFC Fiber Node Coaxial Drop CPE
Multi Taps and

Mainline Passives

Splice Enclosures
Optical Splitters

Facility OSP/ODN Drop Premise

2. HFG-TTLANode+ 0 Baseline Deploymeftost Categories
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Optical Fiber

Optical Taps Coaxial Drop CPE
Splice Enclosures

Optical Splitters

CMTS
CATV
Opt TRx
PON OLT

Facility OSP/ODN Drop Premise
3. FTTT
Baseline Deployment CdSategories

Fig. 1. Baselindata spectrumallocationand spectral net effective outpuDOCSIS 3andard64 downstream256
QAMchannels 11 upstream64 QAMchannek, considering a85 MHz US channel frequency allocat{@&M][SD]

DOCSIS 3.0 Deployment Example

1
1
1 A
1
1
\
I
1
1

64DS

| Legscy SC-QAM Digial Video 256 QAM Futre Senices

: i
1 4
1 1
297 Mg 245 Gbps 2 i
5-85 MIHz 1.2 1784
GHz

2 747 Ghns

Net Effective Throughput [SD][DCL]
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HFC Node + 0 Typical

Facility.

Fig. 2. Baseline NodeD architecture
64 HHP penode

Subscriber density of 124 HHP pdle
Subscribepenetrationof 50%
Totalsubscribers32
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DOCSIS 3.0
150 Mbps Downstream
20 Mbps Upstream

$35,000.00
$30,000.00
$25,000.00
$20,000.00
$15,000.00
$10,000.00

$5,000.00

$

Baseline

$31,920.00

$9,741.93

Facility OSP/ODN Drop Premise

Total Node Deployment Cost: $5%2

Total Cost per Subscribe$1,727

Cost/Mbps/Subscriber$0.629

TechMatters

64 DS 256 QAM Data Channels
11 US 64 QAM Data Channels

$600.00

$500.00

$400.00

$300.00

$200.00

$100.00

S-

Baseline

$498.75

$200.00 $200.00

$152.22

Facility OSP/ODN Drop Premise

Cost/Mbps/Simultaneousession at peak network contentior®1.26

Cost/Throughput Calculation formulas:

Cost/Mbps/Subscriber:

C(Total deployment cost for 64HHP SG or equivalent)/T(Total Mbps of DOCSIS BondsizegraB®ON PHY if
applicable)/S(# of Subscribers)=c(Cost per Mbps per Subscriber)

C/T/S=n

Cost/Mbps/Active Session:

n/r(contention ratio)=s(Cost per Mbps per Active session at contention)

e.g. n/r(50%) = n/ Y2 = n*2=s

Note: Contention will be calculated at 99 of subscriber group for all use cases and further explained in detalil
in Section 11.Considerations for increasing take rates fgigabit and HSD servicescontention and frequency

planning models for next generation data services

Note: Facility and @8ODN cost calculatiorsse per HHPDrop andpremisecostsare per subscribeifor all Use

Cases
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The above considerations will be used abaselinefor Node+ 0 deployment costsneasured against Net Effective
Throughput and any investments above the baseline will be consideredids y O NB Wifh yetetericé to both the
investment and resulting net effective throughput increase achieved as a result of the investment.

Fnal calculatiors will be made on a Total Cost, €gper Subscribe Cost per Mbps per Subscrib&ost per Mbps per
Active Data session at peak contentioand Cost per Incremental Mbps per Subscrilder Brownfield scenariosnly)
as will be explained in more detail.

Fiber Construction:

The costs of fiber construction in this paper assume FTTLA (Fiber to the Last Active) as an embedded minimal cost of
Node Zero architectures, and considarsaverage density of 124 HHP/plant mile for the adstccess fiber to every
potential subscribe A G KA Yy (G KS yTRid keBchida® assuBslth@tiE T T deployment can be reached within
the considered density of 124 HHP/mile. More specifically, the assumption relies on a reasonable approach where fibe
outlays and distribution architecture impteented as part of a migration from a Node N scenario to a Node 0 scenario

will likely consider future capacity and reach required for implementation of PON as a last stage architecture. Additiona
splice enclosures required for individual FTTT scenar@aatrconsidered due to the high variability of topologies in

real world applications. For Cable Service providers starting from a Node N scH#maadditional costs of running fiber

to the last active should be considered, but also adjusted from tlselb®e fiber construction costs accordingly arrive

at the established baseline for the Use Cases evaluatdenchmark cost of $1300 per plant mile has been used for a
baseline cost of fiber constructiaas the paper generally follows many of thesbline cost considerations bfownfield
migration evaluated in a publication of the SCTE Spring Technical ForuffERQLE his cost is shared among all

potential sibscribers oHouseholdPassed (HHR)which will beconsidered a$4 in all scenariosThe cost of fiber
constructionmay vary considerably depending on geography and associated municipality costs for permitting and
variations in construction lab@nd equipment

Coaxial Infrastructure:

The use cases in this paper assume that existing legacy HFC infrastructure is in place between the tradigonal
locationor the last activeand the subscriber premisd-ordrop infrastructure, the cost of coaxial drop installation will
be considereddr greenfieldscenarios only, as may be required.

Poweringand Maintenance

The use cases in this paper assume that the legacy coaxial infrastructure is capable of delivering powering requiremen
via coaxial media to thi&ap device location.A case studywill be referenced for comparison of powering requirements

of Node+N and Nodé Architectures, and assumed as typical for existing powering infrastructosts of

construction for all scenarios do nobnsiderthe cost of additional power supplies relocation of existing power

suppliesas may be needed f&*TTLA migration frofdode+ N as well as FTTT implementations.
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DOCSIS Central Office Infrastructiaed CMTS costs

This paper will assume baseline costs of generating Q#evinelsand servicingubscribercable modemsising DOCSIS
compliant CMTS in theentral facility headendor hub, for the scenarios which include DOCSIS as either a component or
the sole source of data delivergecause the costs of QAM data channels can vary depending on the amount of
spectrum and respective channels which are allocated to data delivery and throughput targets, the paper will use both :
baseline for a typical implementation as well as a modutat of adding QAMs to the frequency plan based on the best
available cost dataThe typical frequency plan will be based on the following:

For DOCSIS 3.0 implementation

For a conventional DOCSIS 3.0 implementation, the cost of QAM channels relativeutghthuit is well understoodFor
the purposes of this paper, we will use the cost of $399 per 6 MHz QAMfpeeticsresearch published data for 2014
[EM]. This cost accounts for the related CMTS costs and modulation equipment required for the ddli@esingle 6
MHz QAM modulated data channel per DOCSIS 3.0 published standard.

For DOCSIS 3.1 implementation

Because the specific costs 9OCSIS.1 implementation are still not well understood or established due to a paucity of
large scaleleploymentsand because with DOCSIS 3.1 the concept of a 6 MHzoQaMhelno longer applies, we will

use the DOCSIS 3rfionetics2014cost as a basis for adjustment to the DOCSIS 3.1 cost on a relative basis, considering
the following better understooaost factors for the improvements available in the DOCSIS 3.1 standard.

1. A 6 MHz QAMhannelwill be used as a cost basis, but adjusted for the DOCSIS 3.1 spectruamgblan
achievable modulation ordgrer the Use Case in question.

a. Each 6MHz QAM will repeent a proportionate amount of spectral output as calculated for a 192 MHz
DOCSIS 3.1amdard OFDMhanne) using 25 kHgpacing across all cases, and adjusted accordingly for
the modulation order per the specific use case, and as allowed for in DOC$ED3.1.

2. Because it is expected that DOCSIS 3.1 equipped CMTSs will be more efficient than legacy DOCSIS 3.0 CMTS
paper will consider a coefficient d.7 (30%efficiency improvement estimatedyhen calculating cost vs
throughput for DOCSIS 3.1 implementation scenarios.

3. Forbrownfieldand migration evaluations, a comparison will be stated of the total costsaatatta will be
calculated as an incremental cost for upgrades as opposed to new installations.

a. Note thatfor the relevant Use Casdbge cost of establishing a new CMTS is not factored as an
additional cost to any recent investments in legacy CMTS tdobwy, but as an equal investment,
without penalizing the investment for unrealized returns or amortization of the legacy equipment. Each
operatorshouldconsider the benefits of the additional expense of new CMTS equipment on a case by
case basis.

e.g.Asingle 192 MHz OFDkhannelachieving an average QAM order of 1024 QAM will be costed as follows:
0.7(192/6)*399= $8937.00

X YR LINE R dzO A yfpat of 8 bgs/HS0DIDAS* f =2536 Mbps before subtracting PHY overhead
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In variableterms:

d(n*32)*399=t

where:

d=DOCSIS 3.1 efficiency coefficient

n= the number of 192 MHz OFDM Channels allocated to data service delivery in the Use Case frequency plan
t=total cost of CMTS capacity

and for spectral output:

m*(n*192)* =g

where:

m=thebps/Hz for the specified modulation order achievable in the scenario

g=the total Net Effectivespectral output in Mbps

For Remote PHY implementations

Since neither thacces<lassfiber node, nor theheadendand hub facility costs are well known for Remote PHY
implementations, it is understood that Remote PHY meilluce theheadendandhub facility equipment
requirementssoa further coefficient of 50%r 0.5 will be used for Remote PHY comparisons, again using the
Infoneticsbaseline 6 MHz QAlhannelcosts as a reference in the respective formulike cost of DAA
implementations such as Remote PHY is being evaluated currently by various vendors at the time of this
publication. While it is yet too early to know thprecise cost impact of DAA approaches, whaiei

established is that initial considerations will involve distributing the CCAP layer of the DOCSIS CMTS to the
Access ArchitectufELORPHY]t is expected that this approach will reduce the cost of @ TS components
considerably and also allow for some virtualization of the signal architecture, which will further allow for future
expansion once the transition toRHY has been mad@he 50% coefficient used in the evaluations in this
paper thereforeassume that the CCAP layer will represed¥o of future CMTS costs, and will be the function of
RPHY that is distributed to theccess network

The cost of the Remote PHY capditier node will be similarly increased for analysis, with the assumptiat th
the headendand hub modulation functionality to reside in thaccessnodewill come at a increased cost as
compared withconventionalfiber nodes Acoefficientof 3 will be used for the cost of treecessequipment,
using a standardharketvalue forCisco GS7000 and/or Arris 6100 class fiber naolesimilarjn a 1X4
configuration.

12| Page
Antronix, Inc. 440 Forsgate Drive, Cranbury, New Jersey 08512
wWww.antronix.com



€ C e Matters

Premise equipment

For DOCSIS 3.0 implementation

Premise equipment will be considerediasremental unless otherwise specified.
For DOCSIS 3.1 implementation

Premise guipment costs will be assumed as not yet deployed and added to the incremental cost of the
investment for the use case in question, in addition to any CPE unique tefdfrencedUse Case.

For xPON implementation

The cost of the fiber drop as well asyaand all CPE equipment necessary for the PON implementation will be
considered as new and incremental to the investment.

Coaxial drop
$225 laborand materials excluding CPfer comparison purpose$EM]
RF Taps

Existingfor legacy up to 1002 MHz networla, upgraded as needed for extended frequency operation based
on the Use Case scenario

Cable Moders

A DOCSIS 3cablemodemwith VolPeMTAwill be considered at@60 per unit for relevant use cases.
A DOCSIS 3.0 CMwWolP eMTA will be considered at $200 per unit for relevant use cases.

PON ONU

XxPON and RFoG ONUs will be considered 2 $2r unit for relevant use cases

Fiber drop Installation

$375, materials and labor, excluding xHFRRoG ONl@quipment for relevant use casgs addition to fiber
splice labor[EM]
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2. NodetO/FTTLAand FTTRrchitectures a comparison

The primaryeconomicadvantage of Nod&)/FTTLAarchitectures is the reduction in operational costs,
including but not limitedo powering ofthe network, due to the significant reduction in the number of actives
per service group and in the network overaowever, the near passive nature of the network limits signal
reach when considering high frequency transmission for D®83labove 1 GHZhe average service group
size therefore is also limited and depends greatly on subscriber density and topology for the serviok area.
highrend average of 64 HHP has been found to be useful in determining the viability of a particular service grou
sizefor Node# implementation and the design tdp cascades, which are susceptible to issoiereach from
the central access node, as well as titumber oftap offs which are serviceable in any given group, due to the
cumulative insertion loss which is exacerbatedhsy high frequency transmissio larger SG size of 128 HHP
however is considered economically optimal fear passive architectas, but achieving this size SG has been
difficult and represents only a small percentage of deployed networks at the date of this publicdéidous
strategies have been considered and are being evaluated for extending the reagtiexervice areas,
including express cable runs from RF node ports that reduce cumullasises in a givetap cascade, in addition
to improving network signal loss and Signal to Noise Ratio (SNR) and Modulation Error Ratio (MER).

A longterm advantage of Near Passive Netis such adlode# deployments is ofourse thepassive
nature of the last leg which theoretically would lend itself to any future transmission platform that could
become availableUpgrades could then be either centralized at ffier node or ideallyaccomplished via
software upgradesr other virtualization of capacity which is scalable without the need for network component
upgrades.

Ly  N&de+0@rplementations, aypicalNode+ 0 tap cascadawith return signal conditionings
detailed belav for reference.We should note that cascade depth is highly variable and strings of taper
have been reported asommonin Node+ 0 deployments.
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B EHEEE)

Node Output
57/42 20/15 22/12 21/14 20/16 19/15 21/15 19/15 19/15

E-Option CS-12  CS-09 Cs-03 CS-03 JMP CE-04 CE-06 CE-10

Modem 40 41 42 40 41 40 41 40
Return

A High Tap to Low Tap =19dB

A Modem Upstream = 2.0dB

A +/- 2dB Amplifier Levels = 4.0dB

A +/- 1dB Temperature Change = 5.0dB

Above:FTTLA 'ap Cascade model using Antronix MileniliGT-2000SEUG2 Series 1.2 GHz Multi Taps with
E-Option ReturnSignalConditioning implemented for improved end of line SNR performance

Actual average cascade depths taken from FTTLA deployment sampling are utilized for economic modeling
and reflect an aveage of 16HHP per RF legr 4tap depth fromaccess nodewith a 4 port pertap average
configuration.[RCRG]

DOCSIS 3.1 allows for extended frequency operation out to 1784 MHz for a full spectrum deployment
Factors that limit the service group siz€ 1218 MHZANode+ 0 deployments woulélsolimit the service group
size for 1784 MHz implementationgt the time of the publishing of this paper, theage no 1784 MHz capable
multi tapsandline passivesr gain chipsvailable commercially for such agloyment.

In any case, whether in a 1218 MHz or a theoretical 1784 déidloyment,a reduction in SG size
correlates inversely with the cost of implementation on a per subscriber basis.

The approach taken bgable service providessho would otherwise lean towardsiode+0
implementation in all casdsas been either to drop in a low output and relatively lower cost access node to
service groups below the viability threshold of between 32 and 64 HHP, or to simply drop fiber strand to these
premises that lie outside the topographical and signal reachehearestNode+0 grouping.Cableservice
providersmayalsochoose to simply split aode service groumto smaller SGs, without migrating fully to a
Node+ 0 architecture, essentially remaining aNade+ N configuration, until the economics areone
favorable for alternative options to address low density, smaller SGs.
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SNRand MERperformance s alsoimproved as compared witNode+ N architecturesThis is due
primarily to the highly passive nature thfe networkandthe elimination of RF ac@sdownstream of the fiber
node InFTTT architectures, the noise and ingress in the RF plant fronotleto the lasttap offisreduced
further, leaving only potential points of ingress at the tap ports of a singlesiape fiber strand is run diregtto
the location of thetap devicefor improvedend of line MER/SNRSince higher SNR/MER performance is
required for high order modulation schemes such as QAM 4096, this becomes critical in terms of net effective
throughput and overall spectral efficien for both the subscriber grouping and for experienced data rates with
contention and penetration factored in to the resulgarticularly for DOCSIS 3.1 implementations, whose
advantages rely significantly on increased QAM modulation orders

For exampleahigh performingNode+ 0 deployment, with exceptional MER/SNR performanice
between 34 and 36 dB SNBRn achieve a QAM order of 1024 on average across all subcaremurking in the
equivalent 0f9.6 bps/Hz.

In thebelowimplementation and channelllocationfor DOCSIS 3.1 FTHc&narig the aggregate
throughputis 3.94Gbps, or more accurately,58 Gbps per 192 MHz DS OFbhMinne] and0.78 Gbps per 96
MHz US OFDRhanne] averaging across all subcarriers and subtracting exclusion bands beathaemels,
leaving a total spectral output &.94Gbps fo the frequency plan evaluated, as illustrated bel@&D]

DOCSIS 3.1 Deployment Example

e !M@L“ 1
£ VIO I
and Logacy
1
1 |
| Legacy SC-0AM Dgtal Video FuroSenices |
A ! 8

5108 Mrz
us
oFON

L Y
780 Mops 3.16 Gbps '

108 MHz 12 1784
GHz

Net Effective Throughput

[SD][DCL]

At full contention, considering an average subscriber penetration of 50% as deteitezibaseline
assumptionand a baselin&G size of 64 HHiRjs results in average throughpper active sessioat peak
demand of 197.5 Mbps in the DS and 48.75 Mbps in th¢gRLPCL]

Forupstreamperformance, there is an additional cost requiredhie OSP to increase the US frequency
rangefrom legacy 542 MHz tathe 96 MHz evaluated in thexample

Of coursethroughput can be enhanced significantly without modifying the architectural approach by
allocating more OFDM chanrigdndwidthto the frequency plai 2 NJ & LJ- & | a orie dfdhe AdR & € =
advantages of the DOCSIS standard gendratithis will come at the expense of SC QAM legacy video
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spectrum which could be utilized for enhamibédeoandinteractiveservices, and also requires the additional
CMTS capacity to service thdditional channelsWhilethis is a long way from symmetriggijabitspeeds as a
widely available service, or sufficient to offer this level of service to all subscribers within reachhofitne
while being able to preserve any legacyv&eo QAM forconventional servicest is one available option for
Cable Service providerny expansion of the frequency allocation wotlalve to be considered relative the
incremental cost of the CMTS capacity, which, while more efficient than DOCSIS 3.@tdbesnish inscale
as channels are added or the plan is expanded.

By comparison, an Intercept Lancet Series eHFC FTTT implementation would overcome some of thespaintgpeabst
factorsof a DOCSIS 3Node+ 0 implementation:

1 Achievehigher SNR pgormance allowing for 4096 QAM to be achieved across the ROCSIS 3.1
spectrum

1 Expand frequency range to 1784 MHz in the DOCSIS 3.1 frameyadldwing for higher data rates
without compromising SC QAkhannels

1 Aggregate xPON data capacity to the SIS data, allowing for more liberal use of legacy spectrum
for enhanced data or other services.

1 Increase potential U8ata rates by programmingntercept xPON capacity to the US via MAC level
programmable TDMA or

1 Enhancing DOCSIS 3.1 US data rates byeggjing eHFQata to achieve desired results, without the
need to implement Full Duplex DOCSIS or related equipment upgrades.

1 Expand PHY via xPON upgrades in leadendor hub, rather than via expansion of CMTS equipment,
saving space and related infrastructure costs.

1 Service HSBubscriberselectively and on an Opportunity Basis, by interlacing Lanceti®s Optical
Taps within a giverNode+ 0 cascade, without incurring theost of optical fiber drop installation or
post wiring within the premise.

As mentioned previously however, the relative disadvantages of FTTT as compardbaathO arepotentially
the powering costas compared with larger and denddode+0 SGsand related maintenance for the increased
number of active devices within trserviceLINE @shdBnSaadion These factorsvould have to be considered within
the context of the significant additional throughput, the advantages of significant DOCSIS bandwidth expansion, and al
comparedwith thesesamemetrics relative to a comparable xPON FTTP deployment and its relatechndsts
performance, as will be detailed later in this pap&elow is a typical Lancet eHFC FTTT implementation scheme for a
Distributed Tap Architecture, where fiber media can be reused by splicing through the Lancet Series Tap to service
downstreamtapsin a given cascade tap string.
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Typical Distributed Tapped Architecture Implementation

Sub1 Sub2 Sub3 Sub4
eHFC™ eHFC™ eHFC™ eHFC™
eMTA eMTA eMTA eMTA

OSP/ODN

_ 1784MHz ( 1o\
d RFOG Al € Ty
XPON %2 N J

\Q

Sub1 Sub2 Sub3 Sub4
eHFC™ eHFC™ eHFC™ eHFC™
eMTA eMTA eMTA eMTA

As already mentioned, onaf the principal economic advantagesraar passive architecturescludingNode+
0 is the operational savings achieved on both a yearly basis and over the lifetime of a network due tattiemad
active components downstream of the central access node and the correspapsavings inetwork power utilization.

In addition to the power consumption reduction, there is of course also a reduction in the number of outages
and related maintenace costs which corresponds to the number of components in the outside plant access network.

Forpassive optical networksncluding RFoG implementations, where there are no active components in the
OSP or ODN, a key factor in the considered reduction in operational costs is the fact the subscriber ONU is located wit
G§KS adzoaONROSNDRa RSYIl NBweiing BuggEtostsgcBordindlySrona thekbledyistgidopeRator i K ¢
to the subscriber

For other operational costs, however, the related savings are unblEzausea PON or RFoG deploymexttds
significantly to the number of actives required for signal deliveone considers the ONU as an active component,
which, due to its high level of sophistication will need to be maintained and serviced bglleor dataservice
LINE A RSNE NB3IINRfSaa 2F ¢gKSNBE Al NI akald.Beldwhstalcampa@sdn (i 2
of the number of active components to be serviced within a sample 10,000 HHP deployment relative to architectural
approach:
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Active Components in a sample 10000 HHP Deployment

# of Network Actives

6000

5000
4000
3000
2000
1000
0 |

FTTLA FTTT FTTP
[RCRG]

While this paper does not evaluate the operational savings on this, or any other bdsissstuggest further
consideration opotential operational savings based ¢ime above reality of maintaining subscriber ONUs as compared
with atappedoptical architecture

Considering the average HHP density in the baseline, the implementation of Intercept Lancet Series eHFC Opti
Taps would require one active for evedyHHR and result in a reduction of between 50% and 75% in the number of
ONUs required for service detiny, as compared with RFa®BxPON-TTRmplementations.

In addition, the number dfiber spliceswould be reduced by the same percentages, resulting in installation labor
savings.

However, as compared witlode+ 0 architectures, the powering cost thiesid for parity compared with FTTT
depend on the size of thode+ 0 service group baselindBased on an estimated powering budget of 24dits per
fiber nodefully equippedeither for RPHY or a 4Xégmentableconfiguration the service grousize pariy threshold is
approximately 45 HHRn other words, for service group sizes less than 45 HHP, an FTTT implementation using Lancet
Series eHFC Optical Taps results in operational savings for utility costs on a per homes pasdear hasie+ 0 service
group sizes larger than 45 HHP, thedetO implementation is more economical in terms of utility costs on a per HHP
basis. Below isgraphrepresenting the relative savings and/or additional operational costs for the Intercept Lancet
Series eHFC FTTIplementation as compared with dode+ 0 implementation and scaled for per HHP costégvice
groupsize. Note that the sampling dlode+0 SG sizes was taken from real world topological study and related design
implementation. The sampling size was B0desin a geographically and topographically consistent market, averaging
69HHP penode, and a range of between 14 and 120 HIFRGRG]Large variations in subscriber and HHP densities will
affect the comparisonHowever,considering average SG rasgdé Node+ 0 for the data evaluated for this papea SG
size above 125 HHP is likalycommonover a larger samplingven with necessary HHP densities available. Density
variables need to beonsideredon a case by case basis, but as general rule, less dense areas will result in smaller SG
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sizes and benefit implementation of FTTT at least from a powering cost perspective, while denser areas will make the
cost benefits of powerinlode+ 0 architecturesmore feasible.

Watts Per Households Passed

Watts

Homes Passed

=== ntercept Node+0

Intercept eHFC Lancet Series FTTT deployment achieves powrrilyet parity withNodetO0 SG®f 45 HHP and
reduces powering budgets fomode sizes smaller than 45 HHP on average.

a. Near Passive Optical Networks and MER/ShRformance

For Wide Scale Deployment of DOCSIS 3.1, SNR/MER levels become critical for levetaigimgrther
QAM now available in the new standard.minimum SNR level able to support QAM orders above 256 should
be considered for viability of thecremental investment in DOCSIS 3.1 CMTS and platform compon#hite
D 3.1 supports variable SNR performance and associated @ANils the same SG@ncreasing the modulation
order for higher performing homes and decreasing the order for lower pelifuyrhomes unless an average of
better than 256 QAM can be achievidt most hanes in the SG, then the investntén D 3.1 has less impagh
improving data rates across the entire network.

While networks will vary in performance depending on the physeradth of the opical span in the
ODN/HFC plant, MER/SNR performance is significantly improvedipassive architecturesith an MER/SER
of 44dB widely accepted as achievable attioelelocation. Because an FTTT approach delivers the same
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performarce at thetap in terms of SNR/MER as that at thedein Node+ 0 architecturesand eliminates the
additional noise and signal loss of downstream actives and passive devices present in MitkerraN orNode

+0 implementation, FTTT delivers improvedRSperformance as compared wittode+ 0, and can comfortably
meetthe42n n R. a9 wk{ bw {RRNFEE KF2{NR nZINjJcG ! a | ONRPaa 6ARS

BER vs Eb/No
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Variability of Cable ModenSNR performance across large deploymem$TTLA andlode+N

cable modems
in millions 1028 Qam -(x-m)?2
4096 QAM 1 502
pP(X)=—=—e 2
\/2—110

m=36.42 0=1.57

R N W b 00O

29 31 33 Ce 37 39 41 43
downstream signal to noise ratio in dB

Estimatedvariability of cable modemSNR performance across large deploymeimt$TTT compared with
FTTLASD]

The average SNR performarestimate abovésa somewhatonservativeoutcome inan FTTT
implementation, as Cdb Modems will also likely operate at signal levels within a narrower range, in addition to
improved averages across a large number of devices. This can be critically importeartyag not most next
generation evaluationfor Extended Spectrum DOCSIS contemplate improved SNR performance as a
prerequisite for any high frequency expansion of the standa&I)CLOWhile this is a significant improvement
for eHFC FTTT implementatiotiwoughput gains and spectral output depe more on the availability of
extended frequency range than on the increased bit rate performance per Hz now achievable with 4096 QAM.
However, an increase of approximately 20% in spectral output for a commensurate frequency allocation is
achieved with his improvement in MER/SNR, or an increase of 2 bps/Hz, from 10 bps/Hz to 12 bps/Hz, when
increasing the QAM order from 1024 to 4096 detailed in this scenaitids relative gain would also improve the
performance of RPHY implementation, which improveRSNER performance by eliminating the QAM channel
transport between the CMTS alffither node improving resulting MER/SNR by as much as 10dB for simulated
cases.

In the case of Intercept Lancet Series eHFC Optical Taps irfdfTid eHFC Band channtijs
advantage is fully realizdesecausechannel generation occurs at the chipset PCB inldyg as opposed to at the
headendor centralizedocation, as ishe case with conventional DOCSIS transport architectufé® result is
that the Intercept elfC UWB data channels produce maximum spectral oatpuatss the entire channel and
well within the acceptable tolerances for BPSK and 8PSK modulation schEniess in addition to the benefit
of 4K QAM order across the entire legacy DOCSIS akpatrum, as described above.
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For1784 MHz implementatiom FTTT networks, however, while suitable from an architectural
standpoint, is not currently achievable due to the lack of currently available gain chips with required linearity to
support a 1784 MHz gghication, but could become available in the near future as Cable Service Providers look
to make the most of the potential frequency range of DOCSIS 3.1, and chip designers respond to their demand:

For FTTLA Networks, a 1784 MHz applicasamt currenly viable for the same reasons, but also
exacerbated by the lack of passive deviseitable to sustaining losses in tfrequencyrange between 1218
MHz and 1784 MHand because of the inverse correlation of SG size with extended frequency. This frequency
vs SG size dynamic in FTTLA could comprdhesédability of aNode + 0 implementation of 1784 MHz,
particularly as Node technology increases in sophisticationcast

We will use 4096 QAM as the achievable order for both RPHY and Intercept Lancet eHFC FTTT
applications and 1024 QAM for conventional FTTLA implementation scenarios.
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Comparative Emissions
Node 0

I 5F 5 5
g

o lta olls olfs ot
Ila ol ol o

Comparative Emissions
FTTT

s o o
Plant noise exposure comparison of FTTT &lwdierO implementations. FTTT implementation limits ingress
and noise to thefibertap grouping only, as few as 4 ports and corresponding drops

3. eHFCChipset architecture: Modulating UWB Channels at High Frequencies

eHFC uses a chipset architecture that is optimizednfodulatingUItra Wide Band higfrequency channels
producing a robust link margin and large spectral output.

BPSK modulation is used@enl.5 chipsets, and 8PSK in chipsets for next generation Gen 2.0 designs.
These modulation schemes requialy 14dB and IdB MER/SNR respectively, as compared witB@4nd 42
nnR. {bwka9w FT2NJ mnun YR nnandpc v!Hiad ¢KS NBfIFGADBSE
improved performance at the designated UWB Channel frequencies of between 3350 MHz ardHtz €y
single band operation and 20%0Hzand 4700 MHz for dual band operatioWhile the spectral efficiency of
these modulation schemes is low as compared with QAM 1024 and 4088s/Az and 4 bps/Hz as compared

24| Page
Antronix, Inc. 440 Forsgate Drive, Cranbury, New Jersey 08512
www.antronix.com



C G INTERCEPT TechMatters

with 10 bps/Hz and 12 bps/Har QAM1024 and 4096the wide spectrum of the channel produces a significant
amount ofdata capacity The eHFC Gen 1.5 chipsets@tbhogonally bonded or interlaced, doubling the
spectral output of the single band 1350 MHz wide channel, or a total of 2700 fdb@en 1.5 chipsets, with a
net effectivethroughput of 1 GbpsFor Gen 2.0 the raw spectral output is 8 Gbps, witleteffective
throughputof 4 Gbps petap.

Below is an example of the spectral output by channeli2 E8MHz DOCSIS 3&ployment and
adjusting for both the increased SNR/MER in the legacy band, as \agljagating the output of thBPSK
modulated Intercept 8IFC channel

Effective Throughput for a 64 HHP FTTT Gen 1.5 Intercept eHFC implementation usirigxd@OM OLT per grouping
and basline DOCSIS 34096 QAMData channel allocation.

DOCSIS 3.1 Gen 1.5 Lancet Series eHFC™ FTTT Deployment Example

1 1 1 1
oFou O : : : : :
& | | : :
1 | 1 1 1 1
? | : ¥ eHFC“Band ¥

| Legacy SC-QAM Dighal Video FutreServss | o i i
P74 ; P i i : i
940 Mbps 378Gbps | P i i ; '
; : P i i i i

108 MHz 1.2 1784 2.05 2.7 335 4.0 4.65
GHz
OFDM @ 4096 QAM QPSK
1.72 Gbps
\‘_‘
15.72 Gbps

Net Effective Throughput
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Intercept eHFC low energy, wide spectrum modulation and spectral output performance relatitentmit
power andSNR[SANT]

Cable Loss Slope Effect on Higher Order Gl OFDMModulation relative to Intercept PSK Low order, wide
spectrum modulation[SANT]

eHF@ dltra Wide Band Channel allocatitor both Gen 1.5 and Gen 2.0 are located between actively
contemplated current ad next generatiortWi-Fispectrum and licensed by the FCC for Wireless
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